# Quantitative Genomics and Genetics <br> BTRY 4830/6830; PBSB.520I. 03 

## Lecture 3: Conditional Probability and Random Variables

Jason Mezey<br>Jan 30, 2024 (T) 8:40-9:55

## Announcements I

- Make sure you are up on Canvas / have activated your account (!!)
- Note that ALL EMAIL must be sent through Canvas (!!)
- Check out the "Ed Discussion" forum - we will be posting (and I encourage you to post if you have questions / things you'd like clarified etc.!)
- For those in NYC, we DO have a classroom for lecture on Thurs (Feb I) but we may not have classrooms for the next two weeks (i.e., Feb 6-I5) please stay tuned...
- We may put in a zoom option for everyone (again stay tuned $=$ we will announce on canvas / by email)


## Announcements II

- FIRST COMPUTER LAB IS THIS WEEK (Thurs. Feb I / Fri. Feb 2)
- For those IN ITHACA (= Labs with Beulah):
- Lab I: 3:35-4:25PM on Thurs. (Mann Library B30A)
- Lab 2: 9:05-9:55AM on Fri. (Mann Library B30A)
- For those IN NYC (= Labs with Sam!):
- FRIDAYS (only!) 9-I0AM in A-950 Auditorium, I 300 York Ave (9th floor)
- NOTHURS LAB!


## Announcements III

- An additional class website: https://mezeylab.biohpc.cornell.edu
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Matrix Basics

- If you can't see the board work for lecture 2 - check out the lecture 2 from 2023 (=less blurry)


## Summary of lecture 3: Introduction to conditional probability and random variables

- Last class, we introduced the foundations needed to define / the definition of a probability function!
- Today we will discuss TWO critical concepts: conditional probability AND random variables (!!)


## Conceptual Overview



## Review: a system

- System - a process, an object, etc. which we would like to know something about
- Example: Genetic contribution to height

$$
\text { Genome } \longrightarrow \text { Height }
$$



## Review: Experiments and Outcomes

- Experiment - a manipulation or measurement of a system that produces an outcome we can observe
- Experiment Outcome - a possible result of the experiment
- Example (Experiment / Outcomes):
- Coin flip / "Heads" or "Tails"
- Two coin flips / HH, HT, TH, TT
- Measure heights in this class / $1.5 \mathrm{~m}, \mathrm{I} .7 \mathrm{Im}, \mathrm{I} .85 \mathrm{~m}, \ldots$


## Review: Sample Spaces

- Sample Space ( $\Omega$ ) - set comprising all possible outcomes associated with an experiment
- (Note: we have not defined a Sample - we will do this later!)
- Examples (Experiment / Sample Space):
- "Single coin flip" / \{H,T\}
- "Two coin flips" / \{HH, HT,TH,TT\}
- "Measure Heights" / any actual measurement OR we could use $\mathbb{R}$
- Events - a subset of the sample space
- Examples (Sample Space / Examples of Events):
- "Single coin flip" / $\emptyset,\{\mathrm{H}\},\{\mathrm{H}, \mathrm{T}\}$
- "Two coin flips" / \{TH\}, \{HH,TH\}, \{HT,TH,TT\}
- "Measure Heights" / \{I.7m\}, \{I.5m, ..., 2.2m\} OR [I.7m], (I.5m, I.8m)


## Review: Sigma Algebra

- Sigma Algebra $(\mathcal{F})$ - a collection of events (subsets) of $\Omega$ of interest with the following three properties: I. $\emptyset \in \mathcal{F}, \mathbf{2} . \mathcal{A} \in \mathcal{F}$ then $\mathcal{A}^{c} \in \mathcal{F}, \mathbf{3}$. $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots \in \mathcal{F}$ then $\bigcup_{i=1}^{\infty} \mathcal{A}_{i} \in \mathcal{F}$

Note that we are interested in a particular Sigma Algebra for each sample space...

- Examples (Sample Space / Sigma Algebra):
- $\{\mathrm{H}, \mathrm{T}\} / \emptyset,\{H\},\{T\},\{H, T\}$
- $\{\mathrm{HH}, \mathrm{HT}, \mathrm{TH}, \mathrm{TT}\}$ /

Ø, $\{H H\},\{H T\},\{T H\},\{T T\},\{H H, H T\},\{H H, T H\},\{H H, T T\},\{H T, T H\},\{H T, T T\}$,
$\{T H, T T\}\{H H, H T, T H\},\{H H, H T, T T\},\{H H, T H, T T\},\{T H, H T, T T\}\{H H, T H, H T, T T\}$

- $\mathbb{R} /$ more complicated to define the sigma algebra of interest (see next slide...)


## Review: Probability functions I

- Probability Function - maps a Sigma Algebra of a sample to a subset of the reals:

$$
\operatorname{Pr}: \mathcal{F} \rightarrow[0,1]
$$

- Not all such functions that map a Sigma Algebra to $[0, \mathrm{I}]$ are probability functions, only those that satisfy the following Axioms of Probability (where an axiom is a property assumed to be true):

1. For $\mathcal{A} \subset \Omega, \operatorname{Pr}(\mathcal{A}) \geqslant 0$
2. $\operatorname{Pr}(\Omega)=1$
3. For $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots \subset \Omega$, if $\mathcal{A}_{i} \cap \mathcal{A}_{j}=\emptyset$ (disjoint) for each $i \neq j: \operatorname{Pr}\left(\bigcup_{i}^{\infty} \mathcal{A}_{i}\right)=\sum_{i}^{\infty} \operatorname{Pr}\left(\mathcal{A}_{i}\right)$

- Note that since a probability function takes sets as an input and is restricted in structure, we often refer to a probability function as a probability measure


## Review: Probability functions II

- The following is (one example) of a probability function (on the sigma algebra) for the two coin flip experiment:

$$
\begin{gathered}
\operatorname{Pr}(\emptyset)=0 \\
\operatorname{Pr}(\{H H\})=0.25, \operatorname{Pr}(\{H T\})=0.25, \operatorname{Pr}(\{T H\})=0.25, \operatorname{Pr}(\{T T\})=0.25 \\
\operatorname{Pr}(\{H H, H T\})=0.5, \operatorname{Pr}(\{H H, T H\})=0.5, \operatorname{Pr}(\{H H, T T\})=0.5, \\
\operatorname{Pr}(\{H T, T H\})=0.5, \operatorname{Pr}(\{H T, T T\})=0.5, \operatorname{Pr}(\{T H, T T\})=0.5, \\
\operatorname{Pr}(\{H H, H T, T H\})=0.75, \text { etc. } \operatorname{Pr}(\{H H, H T, T H, T T\})=1.0
\end{gathered}
$$

- The following is an example of a function (on the sigma algebra) of the two coin flip experiment but is not a probability function:

$$
\begin{gathered}
\operatorname{Pr}(\emptyset)=0 \\
\operatorname{Pr}(\{H H\})=0.25, \operatorname{Pr}(\{H T\})=0.25, \operatorname{Pr}(\{T H\})=0.25, \operatorname{Pr}(\{T T\})=0.25 \\
\operatorname{Pr}(\{H H, H T\})=0.5, \operatorname{Pr}(\{H H, T H\})=0.5, \operatorname{Pr}(\{H H, T T\})=1.0, \\
\operatorname{Pr}(\{H T, T H\})=0, \operatorname{Pr}(\{H T, T T\})=0.5, \operatorname{Pr}(\{T H, T T\})=0.5, \\
\operatorname{Dr}(\{H H, H T, T H\})=0.75, \text { etc. } \quad \operatorname{Pr}(\{H H, H T, T H, T T\})=1.0
\end{gathered}
$$

## Essential concepts: conditional probability and independence

- As well as having an intuitive sense of what it means for something we observe to be random (within definable rules) we also have an intuitive sense about how the rules change once we observe specific outcomes or assume certain possibility applies
- This intuition is captured in conditional probability
- This is the essential concept in any area of probabilistic modeling, where the concept of independence directly follows
- In fact, almost anything we are doing in statistics, machine learning, etc. is really attempting to identify or leverage conditional probabilities
- As an example, we could consider the conditional probability that someone will be taller or shorter if they have a "T" at a particular position in the genome...


## Conditional probability

- We have an intuitive concept of conditional probability: the probability of an event, given another event has taken place
- We will formalize this using the following definition (note that this is still a probability!!):

The formal definition of the conditional probability of $\mathcal{A}_{i}$ given $\mathcal{A}_{j}$ is:

$$
\operatorname{Pr}\left(\mathcal{A}_{i} \mid \mathcal{A}_{j}\right)=\frac{\operatorname{Pr}\left(\mathcal{A}_{i} \bigcap \mathcal{A}_{j}\right)}{\operatorname{Pr}\left(\mathcal{A}_{j}\right)}
$$

- While not obvious at first glance, this is actually an intuitive definition that matches our conception of conditional probability


## An example of conditional prob.

- Consider the sample space of "two coin flips" and the following probability model: $\operatorname{Pr}\{H H\}=\operatorname{Pr}\{H T\}=\operatorname{Pr}\{T H\}=\operatorname{Pr}\{T T\}=0.25$

|  | $H_{2 n d}$ | $T_{2 n d}$ |
| :---: | :---: | :---: |
| $H_{1 s t}$ | $H H$ | $H T$ |
| $T_{1 s t}$ | $T H$ | $T T$ |


|  | $H_{2 n d}$ | $T_{2 n d}$ |  |
| :---: | :---: | :---: | :---: |
| $H_{1 s t}$ | $\operatorname{Pr}\left(H_{1 s t} \cap H_{2 n d}\right)$ | $\operatorname{Pr}\left(H_{1 s t} \cap T_{2 n d}\right)$ | $\operatorname{Pr}\left(H_{1 s t}\right)$ |
| $T_{1 s t}$ | $\operatorname{Pr}\left(T_{1 s t} \cap H_{2 n d}\right)$ | $\operatorname{Pr}\left(T_{1 s t} \cap T_{2 n d}\right)$ | $\operatorname{Pr}\left(T_{1 s t}\right)$ |
|  | $\operatorname{Pr}\left(H_{2 n d}\right)$ | $\operatorname{Pr}\left(T_{2 n d}\right)$ |  |

$$
\begin{aligned}
& \operatorname{Pr}\left(H_{1 s t}\right)=\operatorname{Pr}(\{H H\} \cup\{H T\}) \operatorname{Pr}\left(H_{2 n d}\right)=\operatorname{Pr}(\{H H\} \cup\{T H\}) \\
& \operatorname{Pr}\left(T_{1 s t}\right)=\operatorname{Pr}(\{T H\} \cup\{T T\}) \operatorname{Pr}\left(T_{2 n d}\right)=\operatorname{Pr}(\{H T\} \cup\{T T\})
\end{aligned}
$$

## An example of conditional prob.

- Intuitively, if we condition on the first flip being "Heads", we need to rescale the total to be one (to be a probability function):

|  | $H_{2 n d}$ | $T_{2 n d}$ |
| :---: | :---: | :---: |
| $H_{1 s t}$ | $H H$ | $H T$ |
| $T_{1 s t}$ | $T H$ | $T T$ |


|  | $H_{2 n d}$ | $T_{2 n d}$ |  |
| :---: | :---: | :---: | :---: |
| $H_{1 s t}$ | 0.25 | 0.25 | 0.5 |
| $T_{1 s t}$ | 0.25 | 0.25 | 0.5 |
|  | 0.5 | 0.5 |  |

## An example of conditional prob.

- Intuitively, if we condition on the first flip being "Heads", we need to rescale the total to be one (to be a probability function):

|  | $H_{2 n d}$ | $T_{2 n d}$ |
| :---: | :---: | :---: |
| $H_{1 s t}$ | $H H$ | $H T$ |
| $T_{1 s t}$ | $T H$ | $T T$ |


|  | $H_{2 n d}$ | $T_{2 n d}$ |  |
| :---: | :---: | :---: | :---: |
| $H_{1 s t}$ | 0.25 | 0.25 | 0.5 |
| $T_{1 s t}$ | 0.25 | 0.25 | 0.5 |
|  | 0.5 | 0.5 |  |

## An example of conditional prob.

- Intuitively, if we condition on the first flip being "Heads", we need to rescale the total to be one (to be a probability function):

|  | $H_{2 n d}$ | $T_{2 n d}$ |
| :---: | :---: | :---: |
| $H_{1 s t}$ | $H H$ | $H T$ |
| $T_{1 s t}$ | $T H$ | $T T$ |


|  | $H_{2 n d}$ | $T_{2 n d}$ |  |
| :---: | :---: | :---: | :---: |
| $H_{1 s t}$ | 0.25 | 0.25 | 0.5 |
| $T_{1 s t}$ | 0.25 | 0.25 | 0.5 |
|  | 0.5 | 0.5 |  |

$$
\operatorname{Pr}\left(H_{2 n d} \mid H_{1 s t}\right)=\frac{\operatorname{Pr}\left(H_{2 s t} \bigcap H_{1 s t}\right)}{\operatorname{Pr}\left(H_{1 s t}\right)}=\frac{\operatorname{Pr}(\{H H\})}{\operatorname{Pr}(\{H H\} \cup\{H T\})}=\frac{0.25}{0.5}=0.5
$$

## Independence

- The definition of independence is another concept that is not particularly intuitive at first glance, but it turns out it directly follows our intuition of what "independence" should mean and from the definition of conditional probability
- Specifically, we intuitively think of two events as "independent" if knowing that one event has happened does not change the probability of a second event happening
- i.e., the first event provides provides us no insight into what will happen second


## Independence

- This requires that we define independence as follows:

If $\mathcal{A}_{i}$ is independent of $\mathcal{A}_{j}$, then we have:

$$
\operatorname{Pr}\left(\mathcal{A}_{i} \mid \mathcal{A}_{j}\right)=\operatorname{Pr}\left(\mathcal{A}_{i}\right)
$$

- This implies the following from the definition of conditional prob.:

$$
\operatorname{Pr}\left(\mathcal{A}_{i} \mid \mathcal{A}_{j}\right)=\frac{\operatorname{Pr}\left(\mathcal{A}_{i} \bigcap \mathcal{A}_{j}\right)}{\operatorname{Pr}\left(\mathcal{A}_{j}\right)}=\frac{\operatorname{Pr}\left(\mathcal{A}_{i}\right) \operatorname{Pr}\left(\mathcal{A}_{j}\right)}{\operatorname{Pr}\left(\mathcal{A}_{j}\right)}=\operatorname{Pr}\left(\mathcal{A}_{i}\right)
$$

- This in turn produces the following relation for independent events:

$$
\operatorname{Pr}\left(\mathcal{A}_{i} \cap \mathcal{A}_{j}\right)=\operatorname{Pr}\left(\mathcal{A}_{i}\right) \operatorname{Pr}\left(\mathcal{A}_{j}\right)
$$

## Example of independence

- Consider the sample space of "two coin flips" and the following probability model: $\operatorname{Pr}\{H H\}=\operatorname{Pr}\{H T\}=\operatorname{Pr}\{T H\}=\operatorname{Pr}\{T T\}=0.25$

|  | $H_{2 n d}$ | $T_{2 n d}$ |  |
| :---: | :---: | :---: | :---: |
| $H_{1 s t}$ | $\operatorname{Pr}\left(H_{1 s t} \cap H_{2 n d}\right)$ | $\operatorname{Pr}\left(H_{1 s t} \cap T_{2 n d}\right)$ | $\operatorname{Pr}\left(H_{1 s t}\right)$ |
| $T_{1 s t}$ | $\operatorname{Pr}\left(T_{1 s t} \cap H_{2 n d}\right)$ | $\operatorname{Pr}\left(T_{1 s t} \cap T_{2 n d}\right)$ | $\operatorname{Pr}\left(T_{1 s t}\right)$ |
|  | $\operatorname{Pr}\left(H_{2 n d}\right)$ | $\operatorname{Pr}\left(T_{2 n d}\right)$ |  |


|  | $H_{2 n d}$ | $T_{2 n d}$ |  |
| :---: | :---: | :---: | :---: |
| $H_{1 s t}$ | 0.25 | 0.25 | 0.5 |
| $T_{1 s t}$ | 0.25 | 0.25 | 0.5 |
|  | 0.5 | 0.5 |  |

In this model, $H_{1 s t}$ and $H_{2 n d}$ are independent, i.e. $\operatorname{Pr}\left(H_{1 s t} \cap H_{2 n d}\right)=\operatorname{Pr}\left(H_{1 s t}\right) \operatorname{Pr}\left(H_{2 n d}\right)$

## Example of non-independence

- Consider the sample space of "two coin flips" and the following probability model:

|  | $H_{2 n d}$ | $T_{2 n d}$ |  |
| :---: | :---: | :---: | :---: |
| $H_{1 s t}$ | $\operatorname{Pr}\left(H_{1 s t} \cap H_{2 n d}\right)$ | $\operatorname{Pr}\left(H_{1 s t} \cap T_{2 n d}\right)$ | $\operatorname{Pr}\left(H_{1 s t}\right)$ |
| $T_{1 s t}$ | $\operatorname{Pr}\left(T_{1 s t} \cap H_{2 n d}\right)$ | $\operatorname{Pr}\left(T_{1 s t} \cap T_{2 n d}\right)$ | $\operatorname{Pr}\left(T_{1 s t}\right)$ |
|  | $\operatorname{Pr}\left(H_{2 n d}\right)$ | $\operatorname{Pr}\left(T_{2 n d}\right)$ |  |


|  | $H_{2 n d}$ | $T_{2 n d}$ |  |
| :---: | :---: | :---: | :---: |
| $H_{1 s t}$ | 0.4 | 0.1 | 0.5 |
| $T_{1 s t}$ | 0.1 | 0.4 | 0.5 |
|  | 0.5 | 0.5 |  |

## Next Essential Concept: Random variables I

- A probability function / measure takes the Sigma Algebra to the reals and provides a model of the uncertainty in our system / experiment:

$$
\operatorname{Pr}: \mathcal{F} \rightarrow[0,1]
$$

- When we define a probability function, this is an assumption (!!), i.e. what we believe is an appropriate probabilistic description of our system / experiment
- We would like to have a concept that connects the actual outcomes of our experiment to this probability mode
- What's more, we are often in situations where we are interested in using numbers to represent the outcomes, e.g., "Heads" and "Tails" accurately represent the outcomes of a coin flip example but they are not numbers (e.g., we may be interested in "number of heads")
- In addition, many of the mathematical tools we use in probability and statistics require the outcomes being represented within the reals
- We therefore are often interested in a function of the original sample space that maps this space to the reals
- We will define a random variable for this purpose
- In general, the concept of a random variable is a "bridging" concept between the actual experiment and the probability model, this provides a numeric description of sample outcomes that can be defined many ways (i.e. provides great versatility)


## Random variables II

- Random variable - a real valued function on the sample space:

$$
X: \Omega \rightarrow \mathbb{R}
$$

- Intuitively:

$$
\Omega \longrightarrow X(\omega), \omega \in \Omega \rightarrow \mathbb{R}
$$

- Note that these functions are not constrained by the axioms of probability, e.g. not constrained to be between zero or one (although they must be measurable functions and admit a probability distribution on the random variable!!)
- We generally define them in a manner that captures information that is of interest
- As an example, let's define a random variable for the sample space of the "two coin flip" experiment that maps each sample outcome to the "number of Tails" of the outcome:

$$
X(H H)=0, X(H T)=1, X(T H)=1, X(T T)=2
$$

## Random Variables



## Random Variables



## Random Variables



## That's it for today

- Next lecture, we will continue our random variables and random vectors!

